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The large prevalence of smart devices has enabled the collection of multivariate and granular personal
data. Recently, machine learning has been used to find markers of mental health disorders from
passively collected data, which could lead to more accurate diagnoses and personalized treatment.

This thesis is a literature review of 19 studies, which use machine learning with passive data to predict
or detect mood disorders. Common themes are extracted, categorized and analyzed.

The goal of the thesis is to find effective methods of machine learning in this context, explore the
potential for digital phenotyping and discuss the important aspects of future research in this domain.

The literature was sought with following criteria: 1) Machine learning is used as the statistical tool,
2) Passive data is used for input, 3) The goal of the study is to predict or detect mood disorders, or
their indicators. In the end, 19 valid papers from 2015 - 2021 were included in the review.

Multiple approaches were seen in these 19 studies. Even though similarities can be found within single
analysis categories (e.g. model selection), deeper patterns between categories are not found. This is
attributed to the fact that the research is still in its infancy and effective methodology has not yet
emerged, thus the approaches are more experimental. Furthermore, no significant differences were
found between the methods used in prediction and detection.

The most common models used were Support Vector Machine and Random Forest. Reasons for model
selection were not elaborated in the studies, but the strengths of the models and potential reasoning
for use are discussed in this thesis.

The collected data was high-dimensional, which lead to large feature vectors. A majority of the studies
used feature reduction methods, but with largely different approaches.

Model validation consisted mainly of leave-one-out cross-validation and k-fold cross-validation, which
are the traditional methods of validation.

The challenges reported in the studies were small sample size, high dimensionality, problems of data
collection and generalizability of the findings.

Most significant sources of data were location, activity, sleep and circadian rhythm. Studies concluded
that these sources could be used to predict or detect mood disorders with machine learning.

In conclusion, prediction and detection of mood disorders is possible with machine learning, but there
are challenges to address before the research could be applied in a clinical application. Future research
should focus on robust data collection methods, effective pre-processing and feature reduction methods
as well as addressing the privacy aspects.
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1 Introduction

Mood disorders are a subset of mental health disorders, which affect the mood of an

individual (e.g. depression). The 2017 Global Burden of Disease Study estimated mental

disorders to affect 971 million people globally [19]. The current clinical practice of

diagnosis and treatment of mood disorders consists of human expert assessments of patient

behaviour and experiences. This is problematic as mood disorders can have overlapping

symptoms [28] and psychiatric patient’s retrospective recall can be biased [5]. In order

to get more accurate diagnoses to improve patient outcomes, more accurate biological

indicators, commonly referred to as “biomarkers”, for psychiatric disorders are needed [6].

The recent searches for psychiatric biomarkers have focused on blood biomarkers and

behavioral biomarkers [6]. Extracting behavioral information from patients is commonly

done via clinical assessment from interviews [1], where the patient may have to recall

events from hours, days, or even weeks, earlier which can be subjective and biased.

Digital phenotypes, i.e. digital behavioral patterns or markers that can be correlated

with certain disorders or symptoms, could provide more reliable behavioral information

and more accurate assessments.

Most people today have, and carry with them everywhere, a device that generates reliable

and temporal information: a smartphone. The daily use of smartphones generates a

behavioral fingerprint which could potentially be used to develop digital phenotypes and

markers to diagnose psychiatric illnesses [25]. Onnela and Rauch [25, p. 1691] define

digital phenotyping as “moment-by-moment quantification of the individual-level human

phenotype in situ using data from personal digital devices”, whereas Insel [17, p. 1215]

defines it as “measuring behaviour from smartphone sensors, keyboard interactions and

various features of voice and speech”.

Ben-Zeev et al. [4] demonstrated that smartphone data allows passive and unobtrusive

collection of data that can be used for indicators of mental health. Smartphones generate

complex multivariate data with potential to extract intricate behavioral patterns [25].

However, such high-dimensional data is difficult to summarize, and the models for

summarization must be carefully crafted to leverage the full potential of the data [25].

Machine learning is a statistical tool that can be used to automatically detect meaningful

patterns in high-dimensional data [30]. In recent years, studies have emerged on applying

machine learning to mental health [31]. Due to the learning nature of machine learning

methods, larger data sets are suitable, even required. Passive data collection can be

used to gather granular data with large sample sizes [25]. This would imply machine

learning could be a valuable statistical tool in predicting and classifying mood disorders

and finding potential digital phenotypes of mood disorders.
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This thesis reviews machine learning studies focused on predicting and classifying mood

disorders from passive digital data. 107 amount of papers were queried and screened to

find 19 relevant papers. Out of these papers, common themes and patterns in methods

are categorized, analyzed and discussed.

The goals of the thesis consist of finding effective practices of machine learning methods

in the context of mood disorders, finding potential digital phenotypes of mood disorders,

and discussing future direction of research in this domain.

2 Background

This chapter introduces the necessary background information for the thesis. Mood

disorders and the current state of mental health treatment, data collection and digital

phenotyping as well as machine learning in mental health are covered.

2.1 Mood disorders and the current state of mental health

Mood disorders are a subset of mental health disorders, which affect the mood of an

individual. They include disorders such as major depressive disorder, bipolar disorder

and dysthymia (persistent depressive disorder) [23]. The 2017 Global Burden of Disease

Study estimated mental disorders to affect 971 million people globally, and from these,

264 million were credited to depressive disorders [19]. Even though these disorders

are rather prevalent, people may not seek help due to public or personalized stigma

[11]. Furthermore, the current methods of treatment and diagnosis have problems to be

addressed.

Mental heath treatment and diagnosis are traditionally based on human expert assessment.

Evaluations are usually conducted via interviews and questionnaires such as the Patient

Health Questionnaire-9 (PHQ-9), and carried out in a clinical setting, a hospital or a

treatment center, instead of the individual’s natural environment. These methods of

assessment are often met with various biases, as the recall of a patient may not be

accurate and the motivation of the individual, or lack thereof, could direct their answers

to minimize their problems or exacerbate them [4]. This can cause misdiagnosis and

thus incorrect treatment. For example, Singh and Rajput [32] found that 69% of bipolar

disorder cases are initially wrongly diagnosed, and receiving the correct diagnosis after a

misdiagnosis can take on average 5-7 years.
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2.2 Data collection and digital phenotyping

The abundance of smartphones in the modern world opens up new avenues for data

collection [17]. Smartphones have various sensors which can be polled rapidly, generating

highly granular and temporal data from e.g. GPS, accelerometer, phone calls and texts,

on-screen-time and Bluetooth [25].

Digital phenotyping is a relatively new phenomenon [17], where the digital behaviour of

an individual is measured from passively collected data. Digital phenotyping could enable

finding correlating behavioral patterns to various mental health disorders [4].

In the future, digital phenotyping and machine learning could be used for effective

monitoring of patients after treatment to detect deterioration or improvement of mental

health. Furthermore, if the efficacy of machine learning models in this domain is shown to

be highly performant and accurate, diagnosis could evolve from clinical human assessment

into a partially or fully automated process.

2.3 Machine learning in mental health

Machine learning is a suitable tool for individual clinical predictions, which could show

benefits in early diagnosis, selection between drug treatments, treatment adjustment and

tailored psychiatric care [7]. Compared to more classical statistical tools, which offer more

retrospective results with in-sample estimates, machine learning success is evaluated by

the prediction power in new individuals, out-of-sample estimates, and thus could be a

candidate for future personalized psychiatry [7].

Machine learning is rarely used clinically in mental health, and a Scopus search with the

query ("machine learning" and "mental health") shows that the research in this

area is still in the beginning stages, breaking 10 publications per year in 2012 and 100

publications per year in 2018. There are multiple aspects to be researched and validated,

but machine learning seems to be a prospect of enabling various new approaches in the

field of mental health.

3 Methodology

This thesis reviews studies that apply machine learning to passive digital data with the

purpose of predicting or detecting mood disorders, mood disorder indicators or mood

states. The methods of querying, screening, extracting and discussing the material are

outlined in this chapter. All themes that are extracted are covered and explained in

“Extraction” subsection.
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3.1 Querying

Relevant studies are sought with following keywords“computational”, “machine learning”,

“deep learning”, “neural network”, “predict*”, “detect*”, “classif*”, “mood disorder”,

“MDD”, “depression”, “major depressive disorder”, “BD”, “bipolar”, “passive data”,

“smartphone”, “wearable”, “phenotyping”, “digital phenotyping”.

The following fields were used in search queries: title, keywords, abstract.

The following query was constructed and input to Scopus and Google Scholar.

(“machine learning”or“deep learning”or“neural network”or“computational”)

and (“predict*” or “detect*” or “classif*”) and (“mood disorder” or “MDD” or

“depression”or“major depressive disorder”or“BD”or“bipolar”) and (“passive

data” or “smartphone” or “wearable”)

Google Scholar did not accept such long query, thus (“passive data” or “smartphone” or

“wearable”) phrase was removed from it. However, Scholar only returned a single result.

From these searches, a total of 107 papers were identified as potentially relevant.

3.2 Screening

Identified papers were then screened to satisfy the following parameters: 1) The study

used passive data from wearable devices or sensors, 2) The study used machine learning

as their analysis tool, 3) The study tried to predict, detect or classify mood disorder(s),

indicators, or mood states.

Expanding on the last screening parameter: Papers are included if they predict, detect or

classify mood disorders, mood states related to a mood disorder or indicators of a mood

disorder, e.g. depressive state.

After screening, 15 valid studies were identified. The citations in these studies were also

screened for more studies. This second screening yielded 4 additional selected papers.

The second screening process was not exhaustive and could have resulted in more valid

studies, but had to be halted due to time constraints.

After the screening process, a total of 19 valid studies for this review were found.

3.3 Extraction

The screened papers were analyzed and common themes and patterns in the used methods

were extracted from them. The following common themes or steps in the process were

identified in the machine learning methodologies of the selected papers.
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Data collection includes the device(s) and the sensors or sources used. E.g. GPS from a

smartphone and actigraph from a wrist sensor.

Ground truth is the act of labeling patients or data. Supervised machine learning models

use these labels for training.

Pre-processing is split into two categories: data quality and features. Data quality covers

the aspects of managing data quality in the data set: handling of missing data, invalid

data, noisy data, etc. In other words, how data, that is not optimal for machine learning

model training, is handled.

Feature pre-processing covers how features are extracted from the raw data. Refining and

converting raw data into useful metrics is covered under pre-processing. This includes

derived numerical features e.g. calculating location variance from raw longitudinal and

latitudinal data, or creating more clinically relevant and interpretable semantic features

e.g. “time patient stayed home”.

Feature reduction covers the act of ranking and optimizing the feature space via

algorithmic or manual approaches.

Model selection covers what machine learning models the studies have used. If multiple

models were used, the flow of data between them is covered, i.e. whether the models are

in series, parallel or separate.

Model optimization covers methods, tools and algorithms for optimizing model performance

or hyper-parameters.

Model evaluation and validation is the act of measuring the performance of the model.

The section covers validation techniques and evaluation metrics used.

Concerns and limitations cover aspects of the studies the authors have mentioned to be

limiting or to be concerning. These can be factors of error in data collection, problems

with recruitment, biases, problem sources in modeling,

4 Results

In this chapter the following identified common themes are covered: 1) ground truth,

2) data collection, 3) pre-processing: quality, 4) pre-processing: features, 4) feature

reduction, 5) model selection, 6) model optimization, 7) model validation, 8) challenges.

None of the found papers attempted to classify between mood disorders, but rather if the

subject has or does not have a certain mood disorder or mood state.

Majority (13/19) [27; 18; 8; 24; 22; 29; 12; 26; 14; 21; 15; 33; 34] of the papers attempted

to detect mood disorders or states in the present. The rest (6/19) [9; 35; 10; 16; 13; 20]
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attempted to predict mood disorders.

I looked at the differences in the used methods between prediction and classification but

no noticeable patterns were found, thus it is not differentiated in the following sections.

From supervised machine learning point of view, prediction and detection are the same

problem: correlate an input vector with outcome labels.

4.1 Ground truth

Most used (9/19) [35; 8; 22; 29; 12; 13; 21; 15; 34] source of ground truth was PHQ-9.

It was either implemented in a clinical setting before and after the study, or submitted

via a smartphone application. All studies used some sort of active questionnaire for

establishing ground truth. Some (5/19) [10; 13; 14; 20; 33] accompanied the questionnaire

with a separate clinical assessment for more reliable ground truth results.

Validated and tested questionnaires used, aside from PHQ-9, were Hamilton Depression

Rating Scale (HDRS) [27; 20; 16; 33], Beck Depression Inventory-II (BDI-II) [9], Quick

Inventory of Depressive Symptomatology–Self-report (QIDS-SR) [26], Montgomery-

Asberg Depression Rating Scale (MADRS) [14]. Some researches created their own

questionnaires [10; 18; 24; 20].

4.2 Data collection

Data source Used in
Location (GPS or WiFi) [9; 27; 18; 8; 24; 22; 29; 12; 16; 13; 26; 15; 34]

Activity (e.g. accelerometer, steps) [9; 10; 24; 22; 29; 12; 16; 13; 14; 20; 33; 34]
Call and / or SMS logs [9; 27; 18; 24; 16; 34]

Phone usage (e.g. apps, screenlock) [27; 35; 24; 12; 16; 34]
Light exposure (ambient, UV) [10; 24; 12; 20; 33]

Heartrate [10; 18; 24; 33; 27]
Sleep [9; 10; 16]

Weather [27; 18]
Skin temperature [33; 27]

Electrodermal activity [16; 27]
Bluetooth [9]

Internet traffic [35]
Conversation audio [12]

Typing patterns [21]
Calendar events [34]

Table 1: Data sources used in the final 19 reviewed studies

Almost all papers (16/19) [9; 27; 35; 10; 18; 8; 24; 22; 29; 12; 16; 13; 26; 21; 15; 34] used

smartphone for data collection, which is expected as passive data from wearables was a
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requirement for inclusion in the thesis and smartphones are the most prevalent wearable

device. Out of these, four papers [9; 27; 24; 16] also combine this with some other wearable

device, usually wrist-based, such as Fitbit or a smartwatch. Three [14; 20; 33] studies

used only a wrist-based device for data collection.

Majority of the studies (12/19) [9; 27; 10; 18; 24; 29; 12; 16; 13; 20; 33; 34] used a

combination of sensors or data e.g. GPS or location and outgoing calls. Most common

(13/19) [9; 27; 18; 8; 24; 22; 29; 12; 16; 13; 26; 15; 34] source of data was location (via

GPS or WiFi), followed by activity (12/19) [9; 10; 24; 22; 29; 12; 16; 13; 14; 20; 33; 34].

4.3 Pre-processing: quality

Quality control is an important aspect to consider in machine learning, as invalid data

can skew the learning results. 15 out of 19 papers [9; 27; 35; 8; 24; 22; 12; 16; 13; 26; 21;

20; 33; 29] had some sort of data quality control. From the rest, two studies [14; 15] had

used a public data set (“The Depresjon Dataset” used by Frogner et al. [14], “StudentLife

Dataset” used by Gerych et al. [15]), which are most likely pre-processed already. Farhan

et al. [13] also used the StudentLife dataset, but included pre-processing in their study.

Wahle et al. [34] did not report the use of quality control related pre-processing.

Missing data was present in all studies. Samples with missing data was either excluded

[9; 27; 35; 10; 24; 13; 20; 33] or imputed [9; 8; 16; 26]. Canzian and Musolesi [8] replaced

missing data with the mean of other samples, if the amount of missing data was small.

Ghandeharioun et al. [16] utilized self-reports to impute missing data in clinical HDRS

measures.

Reasons for missing data were speculated to be due to technical difficulties, forgetting

to carry their phone or wearables and forgetting to fill in ground truth questionnaires.

Invalidating results which seemed infeasible to be real was common as well, e.g.

questionnaire answered in under a second.

Certain data sources may include noise, which should be filtered out for the best

performance. Yue et al. [35] used low-pass and high-pass filters to reduce noise in internet

traffic data and isolate meaningful data. Farhan et al. [12] used Wavelet transform to

denoise their conversation data to obtain smoother time-series data retaining peaks and

trends.

4.4 Pre-processing: features

This subsection outlines the approaches of extracting features from the raw data.

Individual features were not always mentioned, and if they were, they were in the
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hundreds, if not thousands, which is why they are not reported here.

The extraction methods of features can be divided into two categories: features that were

derived from the data via algorithmic means (“derived features”) e.g. calculating variance

of samples, and features which were calculated using raw values to infer more clinically

relevant and interpretable variables (“semantic features”) e.g. how long a patient stayed

home.

18 studies [9; 35; 10; 16; 13; 20; 18; 27; 8; 24; 22; 29; 12; 26; 21; 15; 33; 34] out of 19 used

derived features for their model. The same 18 studies [9; 35; 10; 16; 13; 20; 18; 27; 8; 24;

22; 29; 12; 26; 21; 15; 33; 34] also used semantic features. The one study [14] that did not

derive any features used a pre-processed data set and their model of choice was a neural

network, which can be trained with raw data without explicitly creating features.

In 7 studies, features were grouped and analyzed in temporal segments: weekdays /

weekend [9; 26], 24 hours [9; 16; 18; 27], 4x6 hours [9; 27; 16; 35], daytime / nighttime

[10].

Clustering was used to identify common stationary locations from location data.

DBSCAN [9; 22; 13] and k-means [26; 29; 15; 12] were the preferred methods of clustering

location data.

4.5 Feature reduction

Reduction method Used in
Logistic Regression [9; 20]

Recursive Feature Elimination [35; 27]
Wrapper Methods [22; 26]

Classification prior the final model [9; 24]
Joint Mutual Information [35]

Principal Component Analysis [16]
Boruta Algorithm [27]

Multiview Bi-Clustering Method [12]
Select-k-best with ANOVA [21]

Autoencoder [15]
Gini Importance [33]

Table 2: Used feature reduction methods in the final 19 reviewed studies

Smartphones and wearables can output high-dimensional data, which would result in a

complex model and would require significantly more processing power. Feature ranking

algorithms were used to reduce the dimensionality while retaining most if not all of the

relevant features and information.

More than half (11/19) [9; 27; 35; 22; 12; 16; 26; 21; 15; 20; 33] of the studies used some
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sort feature ranking or reduction method. There was very little overlap between methods

used, at most two studies used similar approaches, aside from simple correlation analysis.

4.6 Model selection

Model Used in
Support Vector Machine [35; 8; 24; 22; 12; 13; 21; 34]

Random Forest [27; 10; 18; 24; 16; 21; 20; 34]
Logistic Regression [9; 29; 20]

AdaBoost [9; 16; 27]
Extreme Gradient Boost [9; 16; 27]

Gradient Boost [9; 21]
Linear Regression [26; 29]

Neural Network [14; 22]
Quadratic Discriminant Analysis Classifier [26]

One Class Support Vector Machine [15]
K-Nearest-Neighbors [16]

Gaussian Boost [16]
Lasso Regression [16]
Ridge Regression [16]

ElasticNet Regression [16]
Decision Tree [20]
Boosted Tree [20]

Table 3: Models identified in the final 19 reviewed studies

There is large variety in models used aside from two models: Support Vector Machine

(SVM) [35; 8; 24; 22; 12; 13; 21; 34] and Random Forest (RF) [27; 10; 18; 24; 16; 21; 20; 34].

12 out of 19 papers [9; 27; 35; 18; 24; 22; 29; 16; 26; 21; 20; 34] used multiple models.

Models were used in series and in parallel to create more complex model pipelines, and

also separately to compare their performance. Ghandeharioun et al. [16] had the largest

pipeline, combining lasso, ridge, and elasticNet regressions, AdaBoost and Gaussian

Boost, Random Forest and finally using k-nearest-neighbor (kNN) clustering to smooth

the feature space and choosing suitable models based on the set of points from kNN.

Jacobson and Chung [18] used extreme gradient boosting model (XGBoost) in series with

Random Forest (RF), first modeling intraindividual variability in data with XGBoost

which was then used as secondary features in the prediction modeling with RF. Narziev

et al. [24] used SVM and RF in parallel to first create symptom classifications from

the original features and piping the output to SVM and RF again for the prediction.

Chikersal et al. [9] had a similar approach, classifying feature sets of individual categories

with Gradient Boost and Logistic Regression and then piping the output to AdaBoost.

Masud et al. [22] compared the performance of three models separately: SVM, kNN
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and neural network (NN). Results showed that the models had their own strengths and

weaknesses, e.g. NN had best negative predictions, but SVM performed generally well in

every category.

4.7 Model parameter optimization

Model parameter optimization methods were reported in 14 [9; 35; 16; 13; 18; 27; 8; 22;

29; 12; 14; 21; 33; 34] out of 19 studies.

Most common method, mentioned in four [9; 18; 21; 33] out of 19 studies, was grid-search.

Five [35; 13; 8; 14; 12] other studies did not explicitly mention the use of grid-search, but

their described process mirrored that of grid-search, where parameter values are iterated

over.

Ghandeharioun et al. [16] used Theil-sen estimator, random sample consensus (RANSAC)

and Huber algorithms for fitting classifier parameters in their multi-model pipeline.

Saeb et al. [29] used least squares optimization and Elastic-Net regularization.

Masud et al. [22] used sequential minimal optimization for SVM model parameter

optimization. It solves a quadratic problem common with SVM. However, other papers

did not utilize this method of optimization even though multiple papers used SVM.

Farhan et al. [12] used PCA for clustering and tuning of optimal parameters.

Frogner et al. used Adam optimizer for parameter fitting and also iterated over values to

find optimal segment length.

Wahle et al. [34] used Nelder-Mead simplex optimization method to tune SVM parameters.

Pedrelli et al. [27] mentioned the use of 10-fold cross-validation for parameter fitting, but

did not further specify how the parameters were tuned.

4.8 Model validation

All of the studies used some form of cross-validation, also referred to as out-of-sample

validation, where model is validated on unseen data. This form of validation demonstrates

the predictiveness of machine learning and the ability to extract generalizing patterns from

the data, rather than making retrospective findings in-sample.

Two forms of validation methods were mainly seen used with training model parameters:

leave-one-out cross-validation [9; 35; 8; 22; 29; 26; 14; 21; 15; 34] and k-fold cross-validation

[16; 13; 12; 26; 33]. Other methods seen were rolling window through the data set [18; 10]

and iterations of random data splits for test and training [20].
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Split Used in
65%/35% [20]
70%/30% [24; 12]
80%/20% [27]
90%/10% [16; 12]

Table 4: Observed training / testing splits in the final 19 reviewed studies

4.9 Challenges

A low sample size was mentioned in 9 studies [9; 35; 24; 29; 12; 26; 21; 20; 33]. 11/19 of

the data sets consisted of under 50 people and the total mean was 51 people. Machine

learning performance, especially neural networks, suffers greatly with very low sample

sizes, as the models may not have enough data to recognize patterns.

Studies [35; 8; 29; 22; 24] also reported the concern of applicability to the general

population. Most of the studies used a specific group of people, e.g. college students, and

the results may not be applicable to different or larger population groups.

Overfitting was also mentioned in three studies [9; 27; 24]. A common cause for overfitting

is a low sample size, especially if coupled with a high degree polynomial function and large

feature space, which are both abundant in these studies.

5 Discussion

This chapter covers what common themes and effective practices were observed, what

kind of challenges and limitations exist and what should be considered when conducting

further research in this domain. The emphasis is set on data collection, feature engineering

and reduction, and model selection as I believe these aspects have the largest impact on

the outcome.

The studies have a wide variety of approaches in their methodology. While there are

similarities in individual aspects of the methods (e.g. model selection), patterns were not

observed between different aspects (e.g. data source and model selection) of the methods

across studies. The pool of reviewed studies is relatively small, but this observation

implies that the field is still in an experimental phase, where no validated and proven

approaches are defined and researchers are not limited to any methodology and are more

free to experiment with different methodology.

Expanding on this, differences in methods could not be pinpointed to the goal of the

study. In other words, prediction and detection studies had generally similar approaches

in individual aspects of the methods. This can be attributed to the fact that supervised

machine learning does not differentiate between present and future data. It simply tries
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to correlate input vectors with output labels. This can be observed in Frogner et al. [14]

where they classify depressed patients and predict MADRS-questionnaire scores with the

same model architecture. Similarly, the most common machine learning models in these

studies (SVM and RF) were seen in both prediction and detection categories.

5.1 Common themes and effective practices

5.1.1 Data collection

Most common sources of data in these studies were location data from GPS and WiFi

sensors and activity data from accelerometer. Location and activity patterns are generally

thought to be linked with mood disorders, e.g. depressed people may stay home more,

thus it is expected to see the data being utilized for machine learning. Multiple studies

[9; 10; 22; 29; 12; 16; 26] concluded that location data and activity can be used for

detecting mood disorder characteristics. Activity was measured with both smartphones

as well as smartwatches. Smartwatches may better capture activity data as I suspect

accelerometer data from a wrist displays larger movement differences than the hips, where

a phone usually is when carrying it in a pocket, and thus it would be easier to classify

activities from wrist sensor data. Additionally, the location of the carried phone may

vary (e.g. different pockets, purse, bag, jacket) whereas a wrist worn sensor is always on

the wrist, although it can still vary between the left or right wrist. Some people may

place their phone down or leave it home when engaging activities, whereas a smartwatch

is more unobtrusive in that context and could be left on.

In fact, reliability of data from a smartphone was a limitation that was mentioned in

multiple studies, as people may not carry their phone with them and thus the obtained

data may not be fully representative of the individual’s actions. Missing data was a

problem that every study had to account for, and the approaches were to either remove

the samples or intervals of missing data, or to impute them e.g. with mean of other

values.

Irregular circadian rhythm and poor sleep quality are often associated with depression.

Data from both categories were seen used and studies concluded that features derived from

these categories could be indicative of mood disorders. Circadian rhythm was measured

by finding daily repeating location and activity patterns. Sleep related data is difficult to

capture with a smartphone as biological differences of good and poor sleep quality cannot

be measured. The studies that measured sleep quality used a wrist worn sensor, which

may not be suitable for widespread use outside of research, as people may not be inclined

to sleep wearing a sensor. However, it is a step in the right direction, as previously sleep

related research was done mainly in a clinical setting with polysomnography [3].
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5.1.2 Pre-processing and feature reduction

Pre-processing and feature engineering are highly important aspects in machine learning.

Machine learning models benefit from data that has minimal noise or erroneous and

invalid data and properly extracted features, as the risk of learning patterns in the noise

and invalid data decreases. Reducing the dimensionality of the input space while retaining

the relevant information lessens the computing power needed and reduces the risk of

overfitting, especially if using a low sample size.

Especially with the prevalent issue of missing data, methods of imputation and utilization

of sparse intervals should be investigated, to enable wider use of the collected data.

When looking at highest performing studies, a trend of low number of features can be

seen. Four highest performing studies [22; 24; 15; 20], based on accuracy and F1-score, all

utilize some sort of feature ranking or reduction method. Feature reduction approaches

had the most variability among the extracted themes, which leads me to believe that it

is an important aspect, but multiple approaches are valid.

A lower number of features results in less risk of overfitting, which is a major issue

in machine learning, especially when training with a small sample size. Most of the

studies reported a small sample size as an limitation, and thus it is expected to see high

performing studies utilize some feature engineering methods.

5.1.3 Model selection

Support Vector Machines (SVM) and Random Forest (RF) were the most popular choices

of machine learning models among the papers. Aside from one study [22], none of the

papers elaborated why they had chosen specific models. Comparisons between models

were seen, but the initial selections were not explained. No correlation was seen between

used data sources and model selection. However, there are advantages to both SVM and

RF which could explain their use in this context.

Firstly, SVM and RF are both well-known and documented models, initially developed in

the 90’s, and they have been successfully applied in a variety of different problems as they

can be used for classification as well as regression. Both SVM and RF are considered to

be effective with high-dimensional data, which is a common characteristic in the studies.

Masud et al. [22] explained their choice of SVM by its ability to handle overfitting with

high-dimensional data.

SVM models can handle unbalanced data sets, which is suitable for mood disorder analysis

as only a small part of a population suffer from mood disorders and thus can cause

unbalanced data sets if the included people are randomly sampled. SVM is also suitable

for sparse data sets, which is a significant advantage given that all of the studies had
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problems with missing data.

RF is a computationally cheap machine learning model and doesn’t require a high-end

computer to train, making it suitable for fast prototyping or experimenting. RF uses

subsets of the features in the random decision trees it creates, thus performing implicit

feature reduction and can handle input features that are intercorrelated. This causes

Random Forest to be less prone to overfitting and may achieve more reliable performance

than other classification methods.

Various boosting models were also seen (AdaBoost, Gaussian Boost, [Extreme] Gradient

Boost). Boosting is a method where multiple weak classifiers are combined to create a

stronger classifier. Boosting can be used to create non-linear classification models. This

can be beneficial with passive wearable data as mood disorder related patterns can be

intricate and most likely cannot be represented by a linear separation of the data points.

There were two studies [14; 22] that used a neural network. The low amount of neural

network usage in the studies is most likely due to the attributes of the data in mental

health: low sample size and high dimensionality. Neural networks, especially networks

with high amount of layers, are susceptible to over-fitting. Neural networks also typically

require a lot of resources to train.

Majority of the studies used only a single model in their pipeline, but I want to highlight

two studies with a different approach.

Chikersal et al. [9] and Narziev et al. [24] had both had two models in series with the

intent to first use a model to acquire a score from certain features or categories and then

use said scores for the final classifier.

Chikersal et al. [9] split their features into seven categories and used Linear Regression

and Gradient Boosting to acquire a score for each feature-set which were then fed into an

AdaBoost classifier for the final prediction. They achieved accuracy of 85.7% with this

method.

Narziev et al. [24] had a similar approach where they had 5 categories of features and

used Support Vector Machine to calculate level of depression from each feature-set and

fed the scores into a Random Forest model for the final prediction. They achieved a very

high accuracy of 96%. However, they mentioned the concern of small sample size and

personalized model which could cause overfitting and thus potentially skew the results.

These approaches are similar to the workings of a boosting model, where weaker classifiers

are combined. This approach of aggregating models to be used for final classification could

enable the models to more easily capture complex patterns and relationships, but would

require further research to validate.
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5.2 Privacy

Passive data collection is a valuable tool as it can collect multidimensional, granular data

which can be used for more precise diagnosis, treatment and insights. However, it comes

with a concern of privacy. Data in these studies is collected around the clock, from

various sensors including location and phone usage. As the amount of data collected

grows larger, so does the risk of identification from the data. The medical field is subject

to strict regulations regarding patient data in most of the world, and thus the systems

need to be safety-critical to comply with the laws and regulations and to protect the

patients.

Studies with a smartphone as the main source of data used an application which recorded

the data and sent it forward for processing. These applications often encrypted the data

in the phone, before sending it to the researchers. A robust system for preserving privacy

is essential in these applications to achieve trust between the patient and the reseachers.

Insel [17] discusses the aspects of privacy and mentions concerns related to data collection:

who owns the data? how will the data be used, i.e. will it be used for identification and

marketing or improve healthcare?

Insel [17] also mentions that currently no party exists that would set standards for value or

ensuring trust. A set of quality standards should be created to handle efficacy, engagement

and privacy concerns [17].

5.3 Future directions

As the research of machine learning in this domain is still relatively young and digital

phenotyping is a new concept, future research should be done to identify more concretely

the sources of data and features that can be identified. If the important sources of data can

be identified, focus can be moved to creating more effective machine learning pipelines.

In my thesis, location, activity, sleep and circadian rhythm were seen to correlate with

mood disorders. These findings should be validated further, and deeper analysis should

be done to identify the features derived from these categories that yield the best results.

Most studies were done on relatively small sets of participants. 11/19 of the studies had

less than 50 people. This results in small data sets, which in turn results in uncertain

performance and variance. In addition, most data sets were of similar population,

meaning that the results may not be generalized. Larger studies should be conducted with

data sets of different attributes (for example age, sex, cultural differences, educational

background) to validate findings of smaller studies and find more generally applicable

phenotypes.

Standard methodology for data collection and pre-processing should be created which
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would enable creating larger data sets from combining data of different studies and allow

for more collaboration. Current limitation of machine learning in this domain is the lack

of larger data sets to allow machine learning to utilize its full potential. Pre-processing

pipelines should be refined and standardized to achieve uniformly processed quality data.

A study [7] has noticed that when combining datasets, model performance could worsen,

as different datasets can have heterogenous charasteristics (e.g. different noise and other

patterns).

Aledavood et al. [2] conducted research regarding data collection in the domain of mental

health with the objective of identifying key features for a digital data collection platform.

Their work concluded that important aspects include: 1) flexibility of access control, 2)

flexibility of data sources, 3) first-order privacy protection [2].

More research of data collection methodology should be conducted to achieve robust

methodology for data collection, as then the focus could be shifted more into optimizing

the pre-processing of the data and machine learning model pipelines.

Solutions for privacy concerns should be researched to increase safety of the subject data

and cultivate trust. Robust privacy protection is a necessity, especially when conducting

studies of larger scale.

6 Conclusion

Digital phenotyping could enable the field of psychiatry to improve mental health

treatment with more accurate diagnoses, more personalized treatment and more proactive

action. Machine learning is a valuable tool in this improvement and is showing promising

results in terms of mood disorder prediction and detection. The research in this domain

is still in its infancy, and more research needs to be done before these methods can be

used in a clinical application.

For future research, three things should be considered: data collection, pre-processing

and feature reduction, and model selection.

More robust approaches to data collection should be identified and issues regarding

reliability and missingness of the data should be improved. In general, a standardized

methodology for data collection would enable easier collaboration, creation of larger data

sets and improved privacy.

Pre-processing for passive data should be refined to provide quality input data for

modeling, as wearable data was shown to have problems of missing data, technical

problems resulting in invalid data, noise in the data. In addition, feature reduction

techniques should be investigated further as wearable data tends to be high-dimensional
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and can lead to overfitting the learning models.

Model selection in the selected studies is not elaborated, and seems to be more out of

convenience rather than the result of deeper analysis. Studies should be conducted to

find optimal models and possibly combinations of models, as well as concrete reasoning

for the use of said models, to achieve more robust pipelines and better performance in

terms of accuracy.
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